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1
SYSTEM AND METHOD FOR REAL-TIME
CUSTOMIZED AGENT TRAINING

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation application of U.S.
patent application Ser. No. 13/302,894, filed Nov. 22, 2011,
which is incorporated by reference herein in its entirety.

FIELD OF THE INVENTION

Embodiments of the invention relate to systems and meth-
ods for monitoring customer-agent interactions at call cen-
ters. In particular, embodiments of the invention relate to
analyzing interactions for assessing agent competence and
automatically training agents to improve future interactions.

BACKGROUND OF THE INVENTION

Company telephone call centers or Internet-based support
forums put customers in contact with company agents for
assistance. However, customers are often frustrated by the
service they receive at support centers, for example, due to
long wait times, repeated and unnecessary transferring
between departments and agents that are poorly trained.

Agents’ performance may be improved by increasing the
agents’ training. However, training sessions are typically
designed to teach a general overview of a product or technol-
ogy and may not address the specific details needed to solve
real-life customer problems or issues. Furthermore, since
each agent has a different level of competency, training ses-
sions are often designed to be too difficult (beyond most
agents’ comprehension) or too easy (designed for the lowest-
common-denominator among the agents).

SUMMARY

In some embodiments of the invention, a system, device
and method is provided for handling customer-agent interac-
tions. An unsuccessful interaction may be detected between a
customer and a first agent unable to resolve a problem. A
successful interaction may be detected between the customer
and a second agent that resolves the problem. The first agent
may be sent a report summarizing the successtul interaction
by the second agent. In one embodiment, the report may be
sent to the first agent in real-time, for example, while the
successful interaction with the second agent is ongoing. In
another embodiment, the report may be sent to the first agent
after the successful interaction, for example, at a predeter-
mined time or time delay thereafter.

BRIEF DESCRIPTION OF THE DRAWINGS

The subject matter regarded as the invention is particularly
pointed out and distinctly claimed in the concluding portion
of' the specification. The invention, however, both as to orga-
nization and method of operation, together with objects, fea-
tures, and advantages thereof, may best be understood by
reference to the following detailed description when read
with the accompanying drawings in which:

FIG. 1 schematically illustrates a system for monitoring
interactions between a customer device and agent devices at a
support center in accordance with an embodiment of the
invention;
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FIG. 2 schematically illustrates a training system for train-
ing agents to resolve customer interactions in accordance
with an embodiment of the invention;

FIGS. 3A-3C schematically illustrate database tables for
indexing customer-agent interactions in accordance with
some embodiments of the invention;

FIG. 4 schematically illustrates a system for training agents
to resolve customer interactions in accordance with an
embodiment of the invention; and

FIG. 5 is a flowchart of a method for handling customer-
agent interactions in accordance with an embodiment of the
invention.

It will be appreciated that for simplicity and clarity of
illustration, elements shown in the figures have not necessar-
ily been drawn to scale. For example, the dimensions of some
of'the elements may be exaggerated relative to other elements
for clarity. Further, where considered appropriate, reference
numerals may be repeated among the figures to indicate cor-
responding or analogous elements.

DETAILED DESCRIPTION OF THE INVENTION

In the following description, various aspects of the present
invention will be described. For purposes of explanation,
specific configurations and details are set forth in order to
provide a thorough understanding of the present invention.
However, it will also be apparent to one skilled in the art that
the present invention may be practiced without the specific
details presented herein. Furthermore, well known features
may be omitted or simplified in order not to obscure the
present invention.

Unless specifically stated otherwise, as apparent from the
following discussions, it is appreciated that throughout the
specification discussions utilizing terms such as “process-
ing,” “computing,” “calculating,” “determining,” or the like,
refer to the action and/or processes of a computer or comput-
ing system, or similar electronic computing device, that
manipulates and/or transforms data represented as physical,
such as electronic, quantities within the computing system’s
registers and/or memories into other data similarly repre-
sented as physical quantities within the computing system’s
memories, registers or other such information storage, trans-
mission or display devices.

Customers may receive inconsistent service at telephone
and Internet help centers due to the variation in agent com-
petency and training. To improve performance, embodiments
of the invention may customize agent training according to
their deficiencies to bring all agents up to the same level of
proficiency. For example, each time an agent cannot solve a
problem or resolve an issue and, for example, transfers the
customer to another agent, if the other agent provides the
solution, the solution may be reported back to the original
agent to fill in the agent’s deficiency in training. In one case,
a customer call may be transferred again and again through a
series of agents, none of which can solve the customer’s
problem or issue. Finally, if after a string of transfers, the
solution is found, each agent the customer spoke to, down-
stream of the successful agent, may receive a report on the
successful agent’s solution. Alternatively, if none of the
agents find a solution, a pre-generated solution may be auto-
matically retrieved from a database or may be generated
offline by a manager or specialist, and sent to the unsuccessful
agents (e.g., agents who did not successfully handle an issue).
Accordingly, agents may only be taught material they need to
learn (solutions to problems they could not solve) for an
efficient and customized adaptive learning system. Further-
more, agents may train each other using the byproducts of
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their actual work product, instead of specialized training
materials or personnel, thereby reducing company costs.
Transferring a customer from a first agent to a second agent
may mean, for example, switching communication with the
customer from a first agent to the second agent, or stopping a
call or interaction session between the customer and the first
agent and initiating a call or interaction session between the
customer and the second agent. A successful interaction may
be one where an issue or problem is resolved, and an unsuc-
cessful interaction may be one where an issue or problem is
not resolved, or where a customer is not satisfied with the
interaction.

The successful agent’s solution may be distilled into a
written summary report, which may include the problem or
issue to be solved and the solution. The written report may be
entered manually by an agent, transcribed from the call using
aspeech-to-text and/or voice-recognition engine, or extracted
from screen-shots captured from the agent’s workplace dis-
play. The summary report may be sent to agents in real-time
or immediately after the problem is solved (e.g., within a
predetermined time so that the unsuccessful agent may recall
their interaction with the customer), at a time delay (e.g.,
during a training session, at the end of a shift, etc.) and/or
when the same problem, topic or customer is encountered
again (e.g., defined by the same problem code or customer
identification (ID)) as a reminder or reference for the agent to
refresh his/her memory.

Instead of, or in addition to, training agents problem-by-
problem, in one embodiment, agents may be trained based on
the general category or topics of their unsolved problems. A
learning system may analyze each agent’s performance in
each of a plurality of categories and analytically identify their
one or more weakest categories. For example, each problem
may be associated to one or more categories (e.g., identified
by one or more problem codes). The categorization of each
problem may be entered manually by an agent or user, iden-
tified by keywords spoken by the customer and transcribed by
a voice-recognition engine, or captured by a screen-shot of
the agent’s workplace. When an agent fails to solve a problem
in a specific category, an error meter may increment an error
tally for that category. A training system may tally the cumu-
lative errors for each of the categories, for example, at specific
training time or when the agent accumulates an above thresh-
old number of failed attempts (e.g., per category or in total).
The training system may customize each agent’s training
program to provide training in each category commensurate
with the agent’s error tally or difficulty in that category.
Therefore, instead of, or in addition to, giving the agent the
solutions to each missed problem, an embodiment of the
invention may provide the agent with an overall teaching of
the categories where the agent has the greatest difficulty.

Embodiments of the invention may track agent perfor-
mance over time to repeatedly or periodically update the
agent’s training package according to his/her most recent
performance. In one example, agent performance may be
positively (+) incremented for each issue or problem solved
and/or negatively (-) incremented for each issue or problem
left unsolved (or not satisfactorily resolved) to generate a
proficiency score or profile. Embodiments of the invention
may also generate automated performance reviews reflecting
the agent’s performance and improvement over time (e.g.,
overall or per training category), for example, as an absolute
measure or relative to other agents’ performance in the same
department or company or an average of agent performance.

Reference is made to FIG. 1, which schematically illus-
trates a system 100 for monitoring interactions between a
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customer or user device 102 and one or more agent devices
120 at a support center 124 in accordance with an embodi-
ment of the invention.

System 100 may include one or more user devices 102,
such as, computers (for web or Internet connections), tele-
phones (for telephone or radio network connections), or mes-
saging or text enabled devices (for messaging network con-
nections), for the user to interact with and communicate with
agents over one or more networks 140. Customers may use
user devices 102 to connect to live or automated agents, for
example, using or operating on agent devices 120 at support
center 124.

Support center 124 may include company call centers (for
telephone-based support) or online support forums (for Inter-
net-based support) to automatically connect user devices 102
to agent devices 120, for example, to provide customers with
technical support, sell products, schedule appointments, or
otherwise interact or communicate with customers. Support
center 124 may include a switching station to order and con-
nect each of a plurality of user devices 102 to one of a plurality
of'agent devices 120 at the same time. Support center 124 may
order customers in a queue, for example, to be served on a
first-come first-serve basis. Support center 124 may connect
each customer’s user devices 102 to the next available agent’s
device 120 from a pool of available agents, for example, to
provide the fastest agent response time.

Support center 124 may be connected to (or include) a
training module 110, which may track, log, and analyze cus-
tomer-agent interactions for recording agent successes and
failures and/or assessing agent competence or proficiency
levels. Agent successes and failures may be reported by the
customer or agent or may be automatically determined by
support center 124, agent device 120 or training module 110,
for example, by detecting a transfer of the customer to another
agent, a customer that repeatedly contacts support center 124
within a predetermined time period, and/or negative tone,
words, descriptions received, detected or analyzed from a
customer’s text or speech sample, or other methods. For
example, a transfer of a customer from a first agent to a second
agent may deem the customer interaction with the first agent
to be a failure and that the first agent was unable to resolve a
problem. For each failed agent communication, training mod-
ule 110 may find a successful solution recorded for another
agent to the same or similar problem and may report the
solution to each failed agent, thereby automatically training
each agent according to the agent’s specific deficiencies.

Training module 110 may include a log module 117 to keep
logs of, or index, each interaction. Each interaction may
include, for example, audio, messaging, or written recordings
of the customer and agent(s) communications, agent device
120 screenshots, extracted data or metadata communicated
between user device 102 and agent devices 120, etc. Interac-
tions information may be stored, for example, in an interac-
tion database 126. Each interaction may be uniquely defined
by a single customer and/or a single problem or issue (e.g.,
logged by a customer ID and problem ID), but may be trans-
ferred or re-connected to multiple agent devices 120 over
multiple intervals of time. In some examples, a single inter-
action may occur over multiple telephone calls or web ses-
sions or cross-channel communications. Conversely, a single
telephone call or web session may include multiple interac-
tions for each different customer problem.

When an interaction between a customer and agent is suc-
cessful, support center 124 may disconnect user devices 102
and agent device 120 and training module 110 may record an
interaction success and close a log of the customer interac-
tion. However, when an interaction is unsuccessful (e.g., the
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agent handling the issue is termed an “unsuccessful agent”
and has failed to resolve a problem), support center 124 may
transfer user devices 102 (e.g., transfer a communications
connection) upstream to a different agent’s device 120 and
training module 110 may record an interaction failure and
keep the log of the customer interaction open. Support center
124 (or agent devices 120 themselves) may iteratively trans-
fer user devices 102 after each unsuccessful interaction to a
different subsequent agent’s device 120 until training module
110 detects a successful interaction with a final agent device
120.

Training module 110 may include an analysis module 115
to generate a report of the successful interaction with the final
agent device 120. Analysis module 115 may input, for
example, an audio recording of the successful interaction,
screenshots of the successful agent’s and/or user’s device(s)
screens, or a summary generated by the successful agent
themselves. Analysis module 115 may output, for example, a
written summary report, tips, a slideshow or recommended
screenshot steps, an edited audio file, the correct agent/de-
partment to handle the problem, specific key-words from the
summary that indicate the correct department or agent to
handle the problem or issue, the statistical difficulty of finding
the correct solution, such as, the number of failed agent
attempts, the percentage of agents in the department able to
solve the problem or similar problems, etc. In some embodi-
ments, analysis module 115 may verity the reports for quality
assurance, for example, by comparing the report automati-
cally to a template report for a similar problem or by request-
ing the successful agent or a third-party manager or network
administrator to generate, edit or verify the report for accu-
racy. Once the report of the successtul solution is generated,
training module 110 may use a real-time interaction module
116 to send the report, e.g., in real-time, to each of the plu-
rality of downstream agents’ devices 120 that unsuccessfully
engaged in the same interaction (e.g., associated with the
same customer and problem ID). The report may be sent over
network 140 from training module 110 to agent device 120,
for example, directly or indirectly via another device, such as,
support center 124. The report may be sent as a file (e.g., a text
file, a .pdf file, an XML file), data packets, a link or address to
the report stored in database 126, or a voice, text or multi-
media communication using email, messaging, or a pop-up
window on the screen of agent device 120.

System 100 may track customer-specific profiles by pro-
viding agent devices 120 with access to database 126 storing
information related to each user’s interaction histories at sup-
port center 124 or over the web and/or other networks, such as
television or radio network(s). For example, database 126
may store customer web or television preferences (e.g., favor-
ite rated or most-frequently watched shows, sports team,
channels, etc.). Using this information, training module 110
may provide agents with recommendations, for example, for
selling or promoting related shows, movies, sports games,
websites, and may connect to other company servers to share
or compare customer information. When agent device 120 is
connected to user device 102, agent device 120 may automati-
cally, or after sending a request, gain access to the user’s
interaction history in database 126 (e.g., including all log
entries associated with the customer’s ID, the interactions
themselves, reports summarizing the solutions to their prob-
lems and/or personal profile preferences/sale recommenda-
tions).

User device 102 and agent device 120 may be personal
computers, desktop computers, mobile computers, laptop
computers, and notebook computers or any other suitable
device such as a cellular telephone, personal digital assistant
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(PDA), video game console, etc., and may include wired or
wireless connections or modems. User device 102 and agent
device 120 may be connected via a web connection, a tele-
phone connection, a messaging connection and/or via one or
more communication networks 140. User device 102 and
agent device 120 may include one or more input devices, for
receiving input from a customer or agent (e.g., via a pointing
device, click-wheel or mouse, keys, touch screen, recorder/
microphone, other input components) and output devices
(e.g., a monitor or screen) for displaying data to a customer or
agent.

User device 102, agent device 120, support center 124 and
training module 110, may each include one or more controller
(s) or processor(s) 106, 136, 142 and 112, respectively, for
executing operations and one or more memory unit(s) 104,
138, 144 and 114, respectively, for storing data and/or instruc-
tions (e.g., software) executable by a processor. Processor(s)
106, 136, 142 and 112 may include, for example, a central
processing unit (CPU), a digital signal processor (DSP), a
microprocessor, a controller, a chip, a microchip, an inte-
grated circuit (IC), or any other suitable multi-purpose or
specific processor or controller. Memory unit(s) 104, 138,
144 and 114 may include, for example, a random access
memory (RAM), adynamic RAM (DRAM), a flash memory,
avolatile memory, a non-volatile memory, a cache memory, a
buffer, a short term memory unit, a long term memory unit, or
other suitable memory units or storage units.

Reference is made to FIG. 2, which schematically illus-
trates a training system 200 for training agents to resolve
customer interactions in accordance with an embodiment of
the invention. System 200 may include components of system
100, such as, training module 110, analysis module 115,
real-time interaction module 116, log module 117, agent
device 120, and interaction database 126.

When a customer (e.g., using user device 102 of FIG. 1)
repeatedly contacts a support center (e.g., support center 124
of FIG. 1) or is repeatedly transferred upstream to multiple
agents with the same issue or problem, in operation 201,
training module 110 may retrieve the final or successful inter-
action information (e.g., times, index, address or ID code)
from database 126 (e.g., associated with the customer and/or
problem ID). Transferring a customer “upstream” may mean
transferring iteratively from agent to agent until an agent
successfully handles an issue. Within each pair of agents, the
first agent may be the agent who unsuccessfully handled the
issue and the second agent the agent who successfully
handled the issue. Pairs may overlap, in that a second agent in
a pair may be a first agent in a successive pair. “Upstream”
transfer may be to an agent higher in a hierarchy (e.g., with
more experience or a higher position) but need not be. Simi-
larly, sending a report or other data “downstream” may mean
sending the data to each agent that previously connected to a
customer regarding the issue related to the report during a call
or web session or during multiple correlated calls.

In operation 202, training module 110 may connect to log
module 117 to locate and retrieve the actual successful inter-
action recording according to the interaction information
from operation 201. The interaction recording may include,
for example, audio, messaging, or written recordings of the
customer and agent(s) communications, agent device 120
screenshots, extracted data or metadata communicated
between the customer and agent devices 120, etc.

In operation 203, training module 110 may connect to
analysis module 115 to input the interaction recording (e.g.,
an audio file), analyze the recording (e.g., using audio analy-
sis engine 418 of FIG. 4), and generate a summary of the
interaction (e.g., using reporting templates and/or logic).
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In operation 204, training module 110 may use real-time
interaction module 116 to send the interaction summary
downstream to each agent device 120, for example, from
previous calls or previous transfers, that connected to the
customer’s user device, but did not successfully resolve the
customer’s problem.

Other operations or orders of operations may be used. For
example, training module 110 may connect to logmodule 117
to retrieve the index of the successful interaction recording in
database 126 (e.g., operation 202) before accessing the data-
base (e.g., operation 201).

In a first customer-agent interaction, a customer may con-
nect to multiple different agents before the customer receives
a solution, for example, as follows (other or additional steps
or orders or steps may also be used):

The customer (e.g., using user device 102 of FIG. 1) may
contact a call center (e.g., support center 124 of FIG. 1)
with a specific problem.

An agent operating a first agent device (e.g., agent device
120 of FIG. 1), “Agent 1,” may receive the call, but may
fail to resolve the problem, and transfers the customer to
another agent device, e.g., in another department (the
customer may be transferred by an entity other than the
agent, such as switch 410 of FIG. 4).

A second agent operating a second agent device, “Agent 2”
may also fail to resolve the problem and may transfer the
customer again to another agent device, e.g., in another
department.

After a plurality of (N) connections with a plurality of (N)
unsuccessful agents, a final agent, “Agent (N+1)” may
successfully resolve the problem.

Each of the (N) agents (Agent 1-Agent N) downstream of
the successful Agent (N+1) may receive a summary of
the agent’s successful solution.

Accordingly, training systems may assess knowledge gaps
between agents (e.g., across multiple departments) to provide
real-time customized training information targeted to each
agent.

In a second customer-agent interaction, a customer may
connect to two (or more) agents in the same department (in
the same or different calls or interaction sessions), where only
the second (or later) agent successfully solves the customer’s
problem, for example, as follows (other or additional steps or
orders or steps may also be used):

The customer may contact the call center with a specific

problem X.

Agent 1 may receive the call, but may fail to solve problem
X.

The customer may not be transferred to another depart-
ment. For example, Agent 1 may attempt to transfer the
customer to another department but the call may discon-
nect before the transfer is complete.

The customer may contact the call center again with the
same problem X and may be transferred to the same
department, but to a different Agent 2 in the same depart-
ment.

Agent 2 may successfully solve the customer’s problem X.

Agent 1 may receive the solution generated by Agent 2 and
instructions not to transfer such calls.

Accordingly, training systems may assess knowledge gaps
between agents within a single department for department-
specific targeted learning.

In general, when a customer is iteratively transferred
through a sequence of multiple agents, the solution summary
may be sent to all previously involved (“downstream’) agents
ortoonly a sub-set ofthose agents, for example, that meet one
or more training criteria, such as, agents in the same depart-
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8

ment, agents with same target training level, agents with the
same security clearance or agents who have failed to provide
solutions to other problems in the same training category a
predetermined number of times.

In some embodiments, a training module (e.g., training
module 110 of FIG. 1) may use an “online” or “on-the-fly”
solution to train the unsuccessful agents to solve a customer
problem while the agent interacts with the customer (e.g., in
real-time using real-time interaction module 116 of FIG. 1).
In other embodiments, the training module may use an
“offline” or post-processing solution to train the unsuccessful
agents to solve a customer problem after the agent interaction
has completed. For example, using the offline solution, the
training module may search an interaction database (e.g.,
database 126 of FIG. 1) for specific predefined interaction
patterns (e.g., calls with greater than a predetermined number
of (N) transfers or greater than a predetermined number of (N)
repeated calls for the same problem (X)). The training module
may generate a report or summary of the solution for problem
(X), save the solution to a table in the database and distribute
the solution (e.g., automatically or when requested by the
agent) to train the relevant agents.

Customer-agent interactions may use for example voice/
Voice over Internet Protocol (VoIP), chat, texting or messag-
ing, micro-blogging, video, Internet, email and/or other com-
munications.

Reference is made to FIGS. 3A-3C, which schematically
illustrate database tables 300-304 for indexing customer-
agent interactions in accordance with some embodiments of
the invention. Database tables 300-304 may be stored in a
database (e.g., database 126 of FIG. 1) and managed, for
example, using a structured query language (SQL). A training
module (e.g., training module 110 of FIGS. 1 and 2) may
monitor customer-agent interactions in database table 300 to
send each agent device a unique set of customized training
materials according to the agent’s unique history of failed
and/or successful interactions.

The training module may connect to the database, access a
relevant table 300 and search table 300 for logs or entries 316
of “interesting” customer-agent interactions at a support cen-
ter (e.g., support center 124 of FIG. 1). Interesting interac-
tions may be interactions that meet predefined criteria, such
as, for example, interactions corresponding to logs for:

Interaction sessions of calls with more than X interactions
(e.g., where X is a predetermined number);

Calls with more than X transfers;

Interactions involving customers that called the support
center more than X times (or more than X times for a
certain issue);

Interactions involving customers transferred or re-con-
nected more than X times (or more than X times for a
certain issue);

Interactions involving customers that called the support
center more than X times (or more than X times for a
certain issue), where the agent that successfully solved
the customers’ problem in the final call is in the same
department as one or more of the unsuccessful agents
from the previous calls.

Other or additional predefined criteria may also be used.

Afteridentifying the interesting interaction entries 316, the
training module may extract information from table 300 for
those entries 316 including, for example, an interaction 1D
306, an agent ID 308, an interaction start time 310, an inter-
action stop time 312 and/or a customer 1D 314. The training
module may store the interesting interaction data, for
example, as an extensible markup language (XML) file, and
the interesting interaction log as entry 316 in a database table
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302 as shown in FIG. 3B. In one example, table 302 is a
compressed version of table 300 including copies of only
interesting interaction entries 316 from table 300.

The following is an example of pseudo-code that, when
executed by the training module, may extract interesting
interaction entries 316 from table 300 and inserts interesting
interaction entries 316 into table 302.

insert into tblRecording11 (ilnteractionID,

AgentID,

customerID,

dtRecordingGMT StartTime,

dtRecordingGMT Stop Time)

select ilnteractionlID,

AgentID,

customerID,

dtRecordingGMT StartTime,

dtRecordingGMT StopTime from tblRecording03
/* from what time it’s running

where dtRecordingGMTStartTime >'2011-06-27"

group by iChannel

having count(*)>1

order by 2 desc*/

This pseudo-code is written here as an SQL script, although
other or additional programming languages or structures may
be used.

Once interesting interaction entries 316 are identified in
table 300 and/or stored in table 302, the associated interaction
data may be retrieved from storage in an interaction database
(e.g., database 126 of FIG. 1). The interesting interactions
may be located in the database, for example, indexed by the
entry’s 316 interaction ID 306, the row or entry 316 number
in table 300 and/or 302, and/or a pointer or link from database
table 300 and/or 302 to the database.

Once retrieved, the interesting interaction data may be
analyzed, for example, by an analysis module (e.g., analysis
module 115 of FIG. 1), which may generate a report or sum-
mary of each interesting interaction. In some embodiments,
the summary report may be generated for only successful
interactions, while in other embodiments, the summary report
may be generated for both successful and unsuccessful inter-
actions. In some embodiments, the recordings may be audio
files and the analysis module may analyze the audio using
voice recognition and/or speech-to-text engines (e.g., as
audio analysis module 418 of FIG. 4). The audio analysis
module may recognize key-words and extract surrounding
sentences or phrases to automatically generate a report or
summary of the interaction. The analysis module may store
the report or summary for the interesting interaction in the
database, for example, as an XML file, and/or a log for the
interesting interaction, for example, as an entry 322 in a
summary table 304 as shown in FIG. 3C. Summary table 304
may store one or more of the following data for each inter-
esting interaction entry 322 (other or additional data may also
be used):

Interaction ID 306'—an ID identifying a summary of the
last agent interaction in a string of one or more interac-
tions associated with the same customer and/or problem.
A summary may be generated for each interaction string
and identified by interaction ID 306'. For example, the
first interaction ID 306' (14035943) in table 304 identi-
fies a summary of the last agent interaction entry 316 in
tables 300 and 302 associated with the same customer
ID 314 (232), which has interaction ID 306
(5597611120132161537),

Agent IDs 308' (e.g., agent IDs for all agents involved in the
interaction—may include multiple agent IDs 308);
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Customer 1D 314;

XML summary analysis 318—may identify a summary
report (e.g., an XML file) stored in the interaction data-
base; and

Summary ID 320—an ID identifying a summary report,
such as, XML summary analysis 318.

The analysis module may transfer summary 1D 320 to the
training module. The training module may connect to the
database and use summary ID 320 to retrieve the summary
report, agent 1D, and/or customer ID from the database. The
training module may send the summary file and/or the origi-
nal interaction file for the solution to the relevant agents
involved in the interaction (e.g., identified by agents IDs 308’
for the unsuccessful agents, typically not the final successful
agent). In one embodiment, a modified summary may be sent
to successful agents, for example, listing the problem and/or
solution and, instead of noting that the agent failed to solve
the problem (as for unsuccessful agents), commending the
successful agent on a job well done and/or noting the statis-
tical difficulty of finding the correct solution (e.g., found after
X failed attempts, known by P % of the department, etc.).

Reference is made to FIG. 4, which schematically illus-
trates a system 400 for training agents to resolve customer
interactions in accordance with an embodiment of the inven-
tion. System 400 may include components of system 100,
such as, user device 102, training module 110, analysis mod-
ule 115, real-time interaction module 116, agent device 120,
support center 124, and interaction database 126.

In operation 401, support center 124 may receive a con-
nection request from user device 102. Support center 124 may
include a switch 410 to connect user device 102 with one or
more agent devices 120, for example, transferred in sequence.

In operation 402, interaction information may be retrieved
from switch 410. The information for each interaction may
include, for example, interaction start time, stop time, cus-
tomer information, and/or agent information. In one example,
a computer-telephone integration (CTI) unit 412 may retrieve
the interaction information for integrating multi-channel or
multi-network communications from user device 102, such
as, telephone and computer communications.

In operation 403, the interaction information may be trans-
ferred to call recording control components 414, for example,
by support center 124.

In operation 404, capturing unit 416 may record interac-
tions, for example, as defined by the support center rules. In
one example, capturing unit 416 may include VoIP recording
solutions to effectively capture, evaluate, analyze and
improve multi-media interactions over an Internet Protocol
(IP) network. The VoIP recording solutions may be provided
to customers deploying IP telephony networks, for example,
to enhance customer experience management over converg-
ing networks. Capturing unit 416 may capture/record relevant
audio/calls and may store the captured data, for example, as
data packets in log module 117 and indexed in database 126.
To playback the interactions, capturing unit 416 may connect
to a player device (e.g., agent device 120 operating a media
player) and may send the player device the stored captured
data packets (e.g., using a dedicated playback channel) and
associated interaction information (e.g., start time, stop time,
channel the audio has been recorded on, and interaction ID).

In operation 405, after the interaction ends, call recording
control components 414 may store the associated interaction
information into database 126 (including the interaction
information initially retrieved in operation 402 and any addi-
tional information accumulated during the interaction, such
as, the start and stop time for each interaction). Database 126
may include a table (e.g., table 300 of FIG. 3A) to store
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information for all interactions, for example, including inter-
action 1D, call ID, agent ID, customer ID, start time, stop
time, duration, etc. Database 126 may include an interesting
interaction table (e.g., table 302 of FIG. 3B) to store informa-
tion for interactions that meet predetermined criteria or fol-
low predetermined patterns, for example, that include at least
X transters, include at least X different agents (e.g., within a
predetermined period of time and/or within the same depart-
ment), etc.

In operation 406, training module 110 may retrieve the
interesting interaction information from database 126 (e.g.,
via table 302 of FIG. 3B).

In operation 407, training module 110 may send the inter-
esting interaction information to an audio analysis module
418 (e.g., in analysis module 115 of FIG. 1). Audio analysis
module 418 may receive the associated interaction file from
database 126, for example, either directly or via training
module 110. Audio analysis module 418 may include a
speech-to-text engine to convert the audio/voice data from the
interaction file into text data. Audio analysis module 418 may
include a recognition engine using key-word, phrase and/or
tone recognition to determine the meaning of interactions,
themes, content, customer intent, current and future trends,
opportunities and changes, etc. Audio analysis module 418
may include a summary module to generate a written (or
audio) summary of the interactions. Audio analysis module
418 may store the summary in database 126. Database 126
may include a summary table (e.g., table 304 of FIG. 3C) to
store information identifying the summary, such as, a sum-
mary file identifier (e.g., a pointer to an XML analysis file),
the successful and/or unsuccessful agent(s) involved in the
interaction, the customer(s) involved in the interaction, and/
or any associated interaction information or IDs.

In operation 408, training module 110 may retrieve the
summary of the solution from database 126 and may send the
summary to all or asubset of agent devices 120 involved in the
interaction string with the customer, for example, via agent
interface 422. A coaching system 420 may determine the
relevant set or subset of involved agent devices 120 to send the
summary. In one embodiment, coaching system 420 may
identify when specific triggers occur at agent devices 120.
When these triggers occur, a desktop analytic device may
transfer agent device 120 information to database 126 and/or
create interactions or recordings. These interactions/record-
ings may be tagged, enabling easy searching, retrieval and
evaluation of the interactions. Coaching system 420 may send
the summary solution of a successful interaction to unsuc-
cessful agent devices 120 (e.g., identified by agents IDs 308’
in table 304 of FIG. 3C). Coaching system 420 may include a
real-time interaction module 116 to send the summary of the
successful interaction to the agent devices 120 in real-time,
for example, while the successful interaction is ongoing or
immediately after. In one embodiment, coaching system 420
may be installed on each agent device 120 via an agent inter-
face 422 or may be installed remotely in training module 110
or a server at support center 124 to communicate with agent
device 120 via a wired or wireless network connection, such
as, the Internet.

Other operations or orders of operations may be used.

Audio analysis module 418 may analyze a customer-agent
audio interaction (e.g., a telephone or VoIP interaction) by
translating the audio file to a text file (e.g., using a speech-to-
text engine), marking or flagging sentences or phrases in the
text file that include one or more pre-defined search words
and generating an interaction summary by compiling the
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marked sentences or phrases, for example, as follows. In the
examples below, the pre-define words include: “I’m,” “ok so
1,” “add” and “problem.”

In a first example, a customer-agent audio interaction may
be transcribed to text, for example, as follows:

Agent X: Good evening, how can I help you?

Customer: I’'m flying in 4 hours from Denver to Dallas and

I want to upgrade my seat using my points.

Agent X: let me check, what is your name, your member ID
and the flight number?

Customer: my name is XXXX andmy IDisYYYY and my
flight number is ZZZ7.

Agent X: ok [ see that you already called about this issue a
few hours before, let me check with my supervisor about
what I can do to help because you may upgrade only 24
hours before the flight.

Customer: ok thanks.

Agent X: ok so I talked with my supervisor and I got special
approval to upgrade your seat even though your flight is
only in 4 hours.

Customer: ok thanks a lot, bye.

Audio analysis module 418 may mark the customer sen-
tence, “I’m flying in 4 hours from Denver to Dallas and I want
to upgrade my seat using my points” since the sentence
includes the pre-defined search word “I’m” and the agent X
sentence, “ok so I talked with my supervisor and I got special
approval to upgrade your seat even though your flight is only
in 4 hours” since the sentence includes the pre-defined search
words “ok so I”.

Audio analysis module 418 may generate the following
report for a relevant agent 2 summarizing the above interac-
tion between the customer and agent X, for example, as
follows:

Hello Agent 2.

The problem: I’m flying in 4 hours from Denver to Dallas

and I want to upgrade my seat using my points.

The solution: Agent X in department Y proposed to the
customer—ok so I talked with my supervisor and I got
special approval to upgrade your seat even though your
flight is only in 4 hours.

In a second example, a customer-agent audio interaction

may be transcribed to text, for example, as follows:

Agent X: Good morning, how can I help you?

Customer: I have a problem calling you from my cell
phone.

Agent X: let me check, what is your name and ID number?

Customer: my name is XXXX and my IDisYYYY.

Agent X: ok I see that you can’t call us—blocked, if you
want I can add to your package the ability to call us.

Customer: yes please.

Agent X: ok done, now you can call us.

Customer: thanks a lot, bye.

Audio analysis module 418 may mark the customer phrase,
“problem calling you from my cell phone” since the sentence
includes the pre-defined search word “problem” and the agent
X phrase, “add to your package the ability to call us” since the
sentence includes the pre-defined search word “add”.

Audio analysis module 418 may generate the following
report for a relevant agent 2 summarizing the above interac-
tion between the customer and agent X, for example, as
follows:

Hello Agent 2.

The problem: problem calling you from my cell phone.

The solution: Agent X in department Y proposed to the
customer—add to your package the ability to call us.

Other customer-agent interactions, problems, solutions,
dialogue and summary reports may be used.



US 9,401,990 B2

13

Reference is made to FIG. 5, which is a flowchart of a
method for handling customer-agent interactions in accor-
dance with an embodiment of the invention. The method may
be executed by a processor, such as, processor(s) 112, 142,
and/or 136, of training module 110, support center 124, and/
or agent device 120, respectively, of FIG. 1.

In operation 500, a customer device (e.g., user device 102
of FIG. 1) may contact a support center (e.g., support center
124 of FIG. 1), for example, by requesting a connection.

In operation 510, the customer device may be connected to
a first agent device (e.g., agent device 120 of FIG. 1), for
example, using a switching station (e.g., switch 410 of FIG. 4)
at the support center. A connection may be for example an
audio connection, a text connection, or another connection,
enabling a customer to communicate with an agent.

In operation 520, the success of the interaction between the
customer device and agent device connected in operation 510
may be determined. In one embodiment, the success of the
interaction may be determined manually by receiving cus-
tomer feedback. In another embodiment, the success of the
interaction may be determined automatically by an analysis
module (e.g., analysis module 115 of FIG. 1) using a voice
recognition system to recognize pre-defined key-words or
tone signifying success, such as, “can I help you with any-
thing else?” from the agent or “that’s all” from the customer
or pre-defined key-words or tone signifying failure, such as,
“sorry” or “I’m not sure” from the agent or “please transfer
me” from the customer. (In a system where interaction is text
based, voice recognition need not be used, rather text analysis
may be used.) For example, an interaction (e.g. a recording or
a transcript) may be sent to the voice recognition or text
analysis system, which searches for the key-words and/or
verifies the success or failure by determining if the customer
tone is positive or negative, respectively. In another embodi-
ment, the success of the interaction may be determined auto-
matically by a training module (e.g., training module 110 of
FIG. 1), the support center or the agent device detecting if the
user is transferred to another agent device or department
indicating that their problem may still be unsolved. If the
interaction is successtul, a process or processor may proceed
to operation 530, while if the interaction is unsuccessful, a
process or processor may proceed to operation 540.

In operation 530, the customer device may be discon-
nected, for example, from the agent device and support center.
In some examples, the customer device may contact the call
center again to re-connect with a different first agent.

In operation 540, the customer device may be connected to
a next sequentially available agent device.

In operation 550, the success of the interaction between the
customer device and agent device connected in operation 540
may be determined. If the interaction is successful, a process
or processor may proceed to operation 560. However, if the
interaction is unsuccessful, a process or processor may return
to operation 540 where the customer device may be con-
nected to a new next sequential agent. Connecting to a new
agent may involve transferring the connection (and thus
transferring the customer) to a new agent.

Operations 540 and 550 may repeat iteratively for each
unsuccessful interaction to connect the customer device with
each sequential agent, until a successful interaction is
detected with a second agent and a process or processor may
proceed to operation 560.

In operation 560, a summary of the successtful interaction
with a second agent may be sentto each agent unsuccessful in
resolving the customer’s problem (e.g., or a subset of those
agents that satisfy a predetermined criteria, such as, agents in
the same department, with the same target training level, with
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the same security clearance, etc.). The first and second agents
may be consecutive or non-consecutive, depending on how
many iterations of operations 540 and 550 are needed for
success.

Other operations or orders of operations may be used. For
example, in some embodiments, an interaction may be deter-
mined to be successful or resolved when the interaction ends
and the customer device disconnects. Therefore, operation
520 (e.g., determining the success of the interaction) may be
executed after or inherently as a result of operation 530 (e.g.,
when the customer device is disconnected).

It may be appreciated that “real-time” may refer to
instantly, at a small time delay of, for example, between 0.01
and 10 seconds, during, concurrently, or substantially at the
same time as. For example, sending a report summarizing a
successful interaction in real-time may include sending the
summary report while the successtul agent is conversing with
the customer e.g., via telephone (other media of communica-
tion are possible, such as on-line text chat).

It may be appreciated that although embodiments of the
invention are described to operate in real-time, such embodi-
ments may also operate off-line, for example, at a later time.
In one embodiment, reports summarizing a successful
agent’s interaction may be sent to unsuccessful agents after
the occurrence of the successful interaction, for example, at a
predetermined time or time delay after the successful inter-
action.

It may be appreciated that although certain devices and
functionality are assigned to “customers” and “agents” in a
support center environment, such functionality may be imple-
mented by any users in any environment. Users may include
two or more live users, two or more automated user(s) or a
combination of live user(s) and automated user(s).

Different embodiments are disclosed herein. Features of
certain embodiments may be combined with features of other
embodiments; thus certain embodiments may be combina-
tions of features of multiple embodiments.

Embodiments of the invention may include an article such
as a computer or processor readable non-transitory storage
medium, such as for example a memory, a disk drive, or a
USB flash memory encoding, including or storing instruc-
tions, e.g., computer-executable instructions, which when
executed by a processor or controller, cause the processor or
controller to carry out methods disclosed herein.

The foregoing description of the embodiments of the
invention has been presented for the purposes of illustration
and description. It is not intended to be exhaustive or to limit
the invention to the precise form disclosed. It should be appre-
ciated by persons skilled in the art that many modifications,
variations, substitutions, changes, and equivalents are pos-
sible in light of the above teaching. It is, therefore, to be
understood that the appended claims are intended to cover all
such modifications and changes as fall within the true spirit of
the invention.

What is claimed is:

1. A method for handling customer-agent interactions, the
method comprising:

automatically in one or more processors:

detecting an unsuccessful interaction between a cus-
tomer and a first agent unable to resolve a problem;

detecting that the customer’s device is iteratively trans-
ferred from a first agent device of a pair of agents to a
second agent device of a pair of agents after each
unsuccessful interaction with the first agent of the
pair;

detecting a successful interaction between the customer
and a second agent that resolves the problem; and
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sending to each of the devices of agents that did not
handle the interaction successfully after the success-
ful interaction ends, a report summarizing the suc-
cessful interaction by the second agent that resolves
the problem including a screen shot of the successful
interaction captured from the second agent’s device.

2. The method of claim 1, wherein the customer’s device is
connected to the first and second agents devices in separate
interaction sessions.

3. The method of claim 1, wherein the first and second
agent interactions use one or more types of communication
selected from the group consisting of: voice/Voice over Inter-
net Protocol (VoIP), chat, texting or messaging, micro-blog-
ging, video, Internet and email.

4. The method of claim 1, wherein the report includes text
data generated by automatically editing a text transcription of
an audio recording of the successtul interaction by extracting
sentences, words or phrases from the text transcription that
include predetermined key-words.

5. The method of claim 1, comprising sending the report to
devices of all agents that had interactions with the customer
about the problem.

6. The method of claim 1, comprising sending the report to
devices of a subset of agents that had interactions with the
customer about the problem, wherein the agents in the subset
satisfy one or more predetermined criteria selected from the
group consisting of: agents in the same department as the
second agent, agents with same target training level as the
second agent, agents with the same security clearance as the
second agent, and agents who have failed a predetermined
number of times to provide solutions to other problems in the
same training category as a category of the problem.

7. The method of claim 1, wherein an unsuccessful inter-
action with the first agent is automatically detected when the
customer’s device is re-connected to a different agent device.

8. The method of claim 1, wherein an unsuccessful inter-
action with the first agent is automatically detected by recog-
nizing pre-defined key-words at a voice recognition system.

9. The method of claim 1, wherein an unsuccessful inter-
action with the first agent is detected by receiving negative
feedback from the customer.

10. The method of claim 1 comprising only tracking inter-
actions in interesting sessions that satisfy one or more prede-
termined interesting criteria selected from the group consist-
ing of: sessions with more than a predetermined number of
interactions, sessions with more than a predetermined num-
ber of transfers, sessions where the customer contacts a sup-
port center more than a predetermined number of times, ses-
sions where the customer is transferred more than a
predetermined number of times, and sessions where the cus-
tomer contacts the first agent in a different session than the
second agent and where the first and second agents are in the
same department.

11. A system for handling customer-agent interactions, the
system comprising:

one or more processors to detect an unsuccessful interac-

tion between a customer and a first agent unable to
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resolve a problem, detect that the customer’s device is
iteratively transferred to a next sequential agent device
in a sequence of devices of agents after completing an
unsuccessful interaction with a current agent in the
sequence, detect a successful interaction between the
customer and a second agent in the sequence of agents
that resolves the problem, and send each of the devices
of unsuccessful agents in the sequence of agents after the
successful interaction ends a report summarizing the
successful interaction by the second agent including a
screen shot of the successful interaction captured from
the second agent’s device.

12. The system of claim 11, wherein the customer operates
adevice that is connected to the first and second agent devices
in separate interaction sessions.

13. The system of claim 11, wherein the first and second
agent interactions use one or more types of communication
selected from the group consisting of: voice/Voice over Inter-
net Protocol (VoIP), chat, texting or messaging, micro-blog-
ging, video, Internet and email.

14. The system of claim 11, wherein the processor gener-
ates the report by automatically editing a text transcription of
an audio recording of the successtul interaction by extracting
sentences, words or phrases from the text transcription that
include predetermined key-words.

15. The system of claim 14 comprising a voice recognition
system to generate the text transcription of the audio record-
ing of the successful interaction.

16. The system of claim 11, wherein the processor auto-
matically detects the unsuccessful interaction with the first
agent when the same customer’s device is re-connected to a
different agent device.

17. The system of claim 11 comprising a voice recognition
system to recognize words in audio recordings of the agent
interactions, wherein the processor automatically detects the
unsuccessful interaction with the first agent when the voice
recognition system recognizes key-words pre-defined to be
associated with unsuccessful interactions.

18. The system of claim 11, wherein the processor auto-
matically detects the unsuccessful interaction with the first
agent by receiving negative feedback from the customer.

19. The system of claim 11, wherein the processor only
tracks interactions in interesting sessions that satisfy one or
more predetermined interesting criteria selected from the
group consisting of sessions with more than a predetermined
number of interactions, sessions with more than a predeter-
mined number of transfers, sessions where the customer con-
tacts a support center more than a predetermined number of
times, sessions where the customer is transferred more than a
predetermined number of times, and sessions where the cus-
tomer contacts the first agent in a different session than the
second agent and where the first and second agents are in the
same department.

20. The system of claim 11 comprising a screen at the first
agent device, wherein the screen displays the report summa-
rizing the successful interaction by the second agent.
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